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Abstract

From  the  late  1940s  to 1991,  the adverse  effects of  prescription 

drugs  were  primarily  established  through  the  publication  of 

detailed  case  studies  by  doctors  in  medical  journals. 

Subsequently,  pharmaceutical  companies  would  change  the 

labels of medicines accordingly. This will be called “evident­based 

medicine” in this paper. After 1991, what is now called “evidence­

based medicine” offers a markedly different view on establishing 

the  adverse  effects  of  a  treatment,  with  randomised  controlled 

trials  (RCTs)  held  up  as  the  gold  standard.  The  differences 

between  evidence­  and  evidence­based  medicine  are  often 

framed  in terms of  the differences between specific and general 

causation.  This  article  outlines  the  origins  of  these  distinctions 

and the confusions they generate among both clinicians and the 

general public.
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Introduction

It is critical to good clinical practice to not only establish the 
links between a medication and its effects, both good and 
bad, but also to determine the best way to establish these 
links — both are central to medico-legal practice and public 
health policies. Our views on how best to establish such links 
have shifted dramatically since the 1930s, when the first 
antibiotics were introduced.

In this paper, we outline what was the standard medical 
position, "evident-based medicine", for the first five decades 
of the modern era. We then illustrate how the link between 
suicidality and antidepressants meshed with the emergence 
of evidence-based medicine to create a new narrative. While 
evidence-based medicine was initially viewed as a means to 
restrict pharmaceutical companies and establish boundaries 
for their claims, in medico-legal settings, evidence-based 
medicine became a means to undermine the judgement of 
both individual clinicians and patients [1]. 

The Standard Medical Position

In 1947, Austin Bradford Hill undertook the first randomised 
controlled trial (RCT), comparing tuberculosis patients who 
had been treated with streptomycin to those left untreated 
[1]. Hill’s trial was not inspired by Ronald Fisher’s famous 
thought experiment [2], which posited that randomisation 
may serve as a means of controlling unknown confounders, as 
the histories of RCTs might suggest. Rather, Fisher was 

attempting to mathematise expert knowledge — not 
conduct a trial. If an expert knew what he was doing, and if 
randomisation controlled for all trivial confounders, then 
the only thing that could interfere with the expert being 
right was chance, to which a statistically significant value 
could be applied [2]. This position might hold true as a 
mathematical abstraction, but does not apply to actual 
medical practice.

Hill’s RCT proved that streptomycin works, but it failed to 
observe that its effects are weak, that patients developed a 
tolerance to it over time, and that some of them went deaf 
from the treatment. An earlier Mayo Clinic trial, which had a 
control group but was not randomised, had in contrast, 
demonstrated that streptomycin’s effects were weak and 
short-lived and that it had significant adverse effects [3]. 

Hill used randomisation simply as a means of fair allocation 
[4, 5]. He did not assume that doctors were experts who 
knew what they were doing and did not assume that 
randomisation would control for unknown unknowns, one 
of which may be clinical ignorance. If a doctor is not aware 
that a new drug can cause a particular problem, they may 
not notice or record it, and the effect will not be reported in 
the academic literature. 

Clinicians did not rush to adopt RCTs following Hill. In the 
1950s, the leading American advocate of RCTs was Louis 
Lasagna, who considered them efficient demonstrations of 
efficacy [6]. He proposed that companies should be 
required to use them to demonstrate efficacy in addition to 
safety as part of the 1938 Food, Drugs, and Cosmetics Act 
[7]. 

In 1960, Merrell, hoping to market thalidomide in the US, 
asked Lasagna to test the efficacy of the drug. His RCT 
demonstrated that thalidomide was an effective and safe 
hypnotic with no side effects — the study failed to 
highlight the sexual dysfunction, agitation, suicidality, and 
peripheral neuropathy it is now known to cause [8]. 

In 1962, the thalidomide birth defect crisis forced American 
politicians to act. They modified the 1938 Food, Drugs, and 
Cosmetics Act to require the use of RCTs to demonstrate the 
efficacy of a treatment. This forced pharmaceutical 
companies to become the main sponsors of (what we now 
call) RCTs — in fact, given that these studies aim to meet 
standards set by regulators, rather than being designed to 
inform clinical practice, they are arguably better termed 
randomised controlled assays (RCAs), rather than RCTs [9]. 
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Now, contract research organisations (CROs) carry out 
company studies, with medical writing companies presenting 
the results and the study data sequestered behind 
commercial confidentiality clauses. Rather than meeting legal 
or scientific criteria for evidence, assay materials like this are, 
strictly speaking, hearsay. The results of company assays are 
often called “evidence” in medical settings; but legally, they 
are more appropriately designated as “hearsay”, in that no one 
can be brought into court to testify to the context of any 
information drawn from these assays.

In contrast to the role of RCAs after 1962, the place of RCTs in 
clinical practice remained uncertain. Lecturing to doctors in 
1965, Hill said good clinical interviewing — listening closely to 
and looking at patients — was the best way to establish the 
effects of a drug on a patient. RCTs, he said, give us the 
average effects of a drug. This can tell us whether a relatively 
weak drug has some effect, for instance, but it tells doctors 
little about how to treat the patient in front of them.

Frequently  with  a  new  discovery…  the  pendulum  at  first 

swings  too  far… Given  the  right  attitude  of mind,  there  is 

more  than one way we can study  therapeutic efficacy. Any 

belief  the  controlled  trial  is  the  only way would mean  not 

that the pendulum had swung too far but that it had come 

off its hook. [4]

By the early 1980s, however, many doctors were arguing that 
case reports, like the ones Hill advocated for, offered “the least 
sophisticated and scientifically rigorous… method of 
detecting new adverse drug reactions” [10]. We should 
depend instead on RCTs, they claimed, which in practice by 
then meant the company RCAs. 

In response to this point, in 1983, Lasagna re-articulated what 
at that point was still the standard clinical position, stating 
that “This [claim] may be true in the dictionary sense of 
sophisticated meaning ‘adulterated’… but I contend that 
spontaneous reporting is more ‘worldly-wise, knowing, subtle 
and intellectually appealing’ than grandiose, expensive 
RCTs” [11]. 

In this cited passage, Lasagna is advocating for an “evident-
based medicine” approach, which was the gold standard for 
Hill and almost all clinicians through to 1990. There is a 
wonderful irony here in that Lasagna ran an RCT on 
thalidomide that missed all of its significant adverse effects, 
and so he knew from firsthand experience that RCTs, if not 
designed to specifically detect effects, may miss them 
completely. His response offers an implicit critique of what 
came to be called “evidence-based medicine” in the 1990s.

Evident-Based or Evidence-Based Medicine?

In 1990, three Boston clinicians reported on six people who 
became suicidal while on fluoxetine (Prozac), a novel selective 
serotonin reuptake inhibiting (SSRI) antidepressant [12]. Using 
standard methods to establish causality — namely, reviewing 
prior medical histories, assessing each case for all possible 
causes, reducing the dose or halting the drug, rechallenging if 

indicated, and paying heed to patients able to distinguish 
illness-induced suicidality from drug-induced suicidality — 
it was possible for doctors to establish that fluoxetine could 
cause suicidal events in some people. 

Other groups published similar findings, adding evidence of 
causality such as the fact that administering an antidote 
could mitigate the effect. A Yale group reported that 1 in 7 
children became suicidal on fluoxetine [13], a figure later 
replicated in paroxetine trials [14].

In response, Eli Lilly, the makers of Prozac, claimed in a 1991 

BMJ article that an analysis of their trials did not support this 
claim [15]. Lilly characterised the published cases as 
anecdotal, adding that the plural of anecdote is not data, 
that depression and not fluoxetine caused suicides, and that 
RCTs are the science of cause and effect. This article 
effectively created evidence-based medicine.

In fact, Lilly’s Beasley et al article demonstrates an excess of 
suicidal events on Prozac compared to placebos. This excess 
was downplayed on the basis that it was not statistically 
significant. When an event filed as a “placebo suicide” is 
returned to the pre-randomisation wash-out phase of the 
trial from whence it came, the excess of events on fluoxetine 
is statistically significant [16]. The figures for suicidal events 
on paroxetine and sertraline, other SSRIs then being 
developed, showed a similar excess of suicidal events — 
and a regulation-breaching transfer of events from the 
wash-out phase to the placebo arm of the trials [16]. 

In addition, regulators, companies, and medical journals, 
then and now, have applied statistical significance tests and 
confidence intervals to the trial data in a manner generally 
condemned by medical statisticians [9, 17]. 

Company trials are not demonstrations that we know what 
we are doing, as outlined by Fisher [2], which might make 
significance tests appropriate. Additionally, the variation 
among subjects in company trials is not the same as the 
random errors caused by faulty instruments, that Gauss 
addressed with confidence intervals in astronomy [9, 17]. 
Technically, we should view an excess of suicidal events as 
an excess of events until there is consensus on how these 
might have arisen. 

These statistical approaches, however, offer a stop-go 
mechanism for approvals from regulators and journals and 
for warnings they might feel are company business rather 
than journal or regulatory business. Statistics used in this 
way are not anchored in the real world. They are models. 
Their use to describe the distribution of data in company 
assays has immense rhetorical value, but it risks 
compromising clinical care.

Specific and general causation

In the late 1980s, important medico-legal events unfolded 
that impacted how the arguments developed from 1990 
onwards. There was a growing appreciation that classical 
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clinical methods alone could not settle claims linking 
medicines such as doxylamine to birth defects, linking other 
drugs to cancers that might appear years later, or linking 
devices like breast implants to connective tissue diseases. In 
legal cases such as these, clinical evaluations need to be 
supplemented with epidemiological and other methods [18]. 

In contrast, in legal cases through to the late 1990s, whenever 
an injury developed in clinical practice before a doctor’s or 
patient’s eyes — unlike the reports in drug-induced birth 
defect cases — the experts’ medico-legal reports continued 
to offer views about the cause and effect using the methods 
adopted by Teicher et al for fluoxetine-induced suicidality and 
advocated by Lasagna. 

From the late 1990s, however, company lawyers in SSRI and 
suicidality cases embraced Lilly’s argument that RCTs are the 
science of cause and effect, in contrast to anecdotal case 
reports. This argument entered the medico-legal domain in 
the form of distinctions between general and specific 
causation. 

“General causation”, then, refers to evidence from 
epidemiological and randomised studies. Absent such 
evidence that a drug could in principle cause a particular 
event, courts were invited to dismiss expert reports which to a 
reasonable degree of medical certainty demonstrated drug X 
had caused problem Y in a particular case — even in cases 
offering a clear link. Judges, it was argued, had a duty to 
gatekeep science and not admit junk science. This led to pre-
trial Daubert hearings in cases where adverse events followed 
medication or treatment [19].

“General causation” implies an objectivity not found in 
“specific causation”. However, general causation also refers to 
average effects that happen in no one individual, while 
specific causation refers to a considered judgement of what 
has happened in individual cases.

This has led to two decades of confusion, which a 2021 
Southern District of California opinion may clarify [20]. It 
stated that:

Courts  define  general  causation  to  mean  ‘whether  the 

substance  at  issue  had  the  capacity  to  cause  the  harm 

alleged’.

Applying this definition to the accepted capacity of husbands 
to murder wives, let us consider what kind of evidence would 
help in a legal case. Using company views on general 
causation, husbands will always be acquitted as controlled 
studies will always show that husbands on  average do not 
murder wives.

Traditional legal approaches to causation — which depend 
on an examination and cross-examination of individual case 
evidence — would, in contrast, enable courts to decide, to a 
reasonable degree of certainty, that the husband had 

murdered his wife. It would seem entirely inappropriate to 
describe a legal verdict in a case like this as “anecdotal”.

Similarly, while controlled studies now show that on average, 
a drug can cause suicidal events, standard medico-legal 
approaches to case analysis, as advocated by Lasagna and 
Teicher, can enable a court to decide the drug has not 
caused this suicidal or homicidal event if the clinical features 
of the case do not map onto a strong specific causation case.

There are clear cases where examination and cross-
examination of individual cases must be supplemented with 
input from controlled studies, but in cases of drug-induced 
injury that depend primarily on specific causation factors, a 
“specific causation” approach trumps what has been termed 
“general causation”, and, indeed, offers the best basis for 
establishing general causation as recently legally defined. 

This is not just a medico-legal matter. Clinical practice in 
general is like the practice of law. It calls on doctors to come 
to a consensus with their patients and colleagues as to 
whether, in this specific case, a medicine is causing a 
problem or not. If the consensus is that the illness rather 
than the medicine is causing the problem, the appropriate 
clinical input might lead to double the treatment dose, 
whereas if the view taken is that the medicine is causing a 
problem, then the appropriate course of action is to reduce 
the dosage or stop it entirely.

Regulation and therapeutics

The distinction between specific and general causation has 
widened the divide between therapeutics and regulation. 
Clinicians necessarily make decisions about specific 
causation in daily practice, along with decisions following on 
from that, such as reducing or increasing the dose of a 
medicine. Up to 1991, by publishing case reports, they 
played a significant role in establishing adverse events in the 
minds of their colleagues. 

Companies are legally responsible for drug labels. Until 2000, 
companies assessed the adverse effects reported to them by 
doctors or patients in the same way as clinicians did in 
clinical practice. This approach was embodied in the 
guidance that the Food and Drug Administration (FDA) put 
out for companies, recommending that company doctors 
contact people with possible adverse events to determine 
causation [21, 22].

After 2000, the argument that controlled studies were the 
only way to determine adverse effects meant that it was no 
longer acceptable for companies to determine cause and 
effect using specific causation methods, as per FDA 
guidance. This problem was solved in several steps. 

First, incoming reports were designated as having been 
“reported” to a company and then passed on to regulators, 
rather than being examined for causality. 
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Second, as was standard in Europe, American doctors and 
patients were encouraged to report to the FDA rather than to 
manufacturing companies. Standard regulatory practice 
removes personal identifiers. Regulators, therefore, can never 
specifically link a drug to an individual event.  

Third, company assays have a treatment benefit as the 
primary endpoint. This implies that the benefit is the most 
common effect and other effects are rare or occur outside the 
timeframe of the study. As company assays are not designed 
to explore other effects, these rarely feature to a statistically 
significant extent. As a result, these assays support positive 
risk–benefit claims for drugs. 

The benefit, however, may not be the most common effect of 
a drug. The sexual effects of SSRIs are immediate (evident 
within an hour of taking the first pill) and several times more 
common than any mood benefit [23].

In 1991, the FDA also opted not to warn users about the 
excess of suicidal events on SSRIs on the basis of a risk–benefit 
analysis, claiming that such warnings might deter people from 
seeking the benefit [19]. A system geared toward not warning 
patients about hazards in order to avoid deterring them from 
seeking a benefit is not one that is incentivised to assign 
causality to a treatment hazard.

Discussion 

In the 1990s, influenced by the emergence of evidence-based 
medicine, which prioritised RCTs over “evident-based 
medicine” reports, clinical journals stopped accepting clinical 
reports for publication. For journals, there was less of a legal 
risk and more money to be made from reprints of company 
assays demonstrating treatment benefits than from case 
reports of adverse events.

Free pharmacovigilance bulletins, which flagged up the 
possible hazards of new drugs, were sent to clinicians in many 
countries; but this stopped in the late 1990s. Instead, clinicians 
got regular and free access to the latest treatment guidelines, 
which only outlined the benefits of treatment and were based 
primarily on published company assays.

In most countries, health services now follow treatment 
guidelines, as the best possible evidence is supposed to 
produce the best patient outcomes as well as the most 
efficient and legally defensible services. This has increasingly 
put doctors at risk of moral hazard. There is no longer any 
incentive for them to recognise the harms that could arise 
from a treatment. 

These developments have widened the pharmacovigilance 
divide between the clinical need to have rapid access to 
reliable information on a full range of drug effects, especially 
for recently released medicines, and the mandate of 
regulators, which is to monitor drug labels and seek company 
agreements to include representative, or “average”, treatment 
effects on drug labels. 

It can now take decades for serious and common problems, 
such as post-SSRI sexual dysfunction (PSSD), or the 
behavioural effects of isotretinoin, fluoroquinolone 
antibiotics, and leukotriene antagonists, to turn up on drug 
labels.

Longstanding concerns about the neuropsychiatric effects 
of montelukast, a leukotriene receptor antagonist used for 
asthma, for instance, led to successive modifications to the 
label, culminating in a black box warning in 2020, over two 
decades after the release of the drug. The FDA characterised 
this warning as a response to patients’ and medical 
professionals’ convictions regarding the associated hazards, 
rather than being based on controlled studies [24]. 

A 2023 British Commission on Human Medicines 
Isotretinoin Expert Working Group reviewed the data 
regarding the psychiatric and sexual side effects linked to 
isotretinoin against a background of convincing case 
reports of harms dating back decades. It concluded that an 
association could not be ruled out and that the individual 
experiences of patients and families raised concerns that 
warranted warnings [25]. Dermatologists branded the 
Medicines and Healthcare products Regulatory Agency 
(MHRA) requirement to raise a warning a retreat from 
“evidence” to “misinformation” [26].

Viewing convincing “evident-based medicine” reports as 
misinformation suggests that warnings by regulators are 
now read like the “May contain nuts” labels on foods — 
which are viewed, even by those with severe nut allergies, as 
companies and regulators protecting themselves from 
liability, rather than as information deserving serious 
consideration.

It appears that unless doctors play a part in generating 
warnings, as had been standard practice up to 1990, they 
will no longer take drug labels seriously — even though 
regulators traditionally have, and to this day still do 
designate prescription drugs as unavoidably hazardous. This 
is not a recipe for safe clinical practice.

In addition to compromising clinical care, this practice risks 
thwarting justice. Courts expect experts on either side of a 
legal action to be able to agree on the specifics of a case. If 
one clinical expert is convinced by the specific details but 
another is not convinced, primarily because they view 
controlled studies as trumping individual cases, no matter 
how convincing the individual case, the legal system is 
paralysed. 

Lay jurors may now be expected to form a perspective on 
the hearsay nature of company assays, the appropriateness 
of ghostwritten studies that transform negative results into 
positive reports, and the sequestration of company data. 
They may be able to make an appropriate diagnosis in very 
clear-cut clinical cases; but in more complex cases, can it be 
left to jurors to decide the medical diagnosis?
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This also applies in clinical practice. As things stand, patients 
may be correct to view their treatment as causing their 
problem; but if the “expert”, their doctor, denies that a link is 
possible, then their predicament becomes a very difficult one. 

“Advertisements” now tell both doctors and patients that 
regulators such as the European Medicines Agency (EMA) 
employ thousands of scientists to keep us safe [27]. But 
medical regulatory authorities are bureaucratic agencies, with 
no training or track record in establishing the adverse effects 
of drugs. Faced with other faulty products, we contact 
manufacturers and experts with domain expertise, not 
regulators. So why not do the same here?

As the adverse effects of certain treatments have increasingly 
failed to register in the minds of both the public and medical 
professionals, our life expectancies have begun falling again 
— just as our fertility rates fell below reproductive 
replacement rates — leaving us to face a polypharmacy 
pandemic [7]. 

Reducing medication burdens has become a pressing priority, 
meanwhile [28]. The peculiarity/variability of the medical 
burden at an individual level means that no randomised or 
other controlled studies nor guidelines can ever steer us 
through the medical minefields we now have. Safety 
considerations call for close attention to what is evident in 
specific patients and what likely differs from patient to 
patient. This polypharmacy pandemic calls for a restoration of 
the premium clinical expertise enjoyed all the way to 1990.
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