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Abstract

Patient  privacy  is  essential  and  so  is  ensuring  confidentiality  in 

the  doctor­patient  relationship.  However,  today’s  reality  is  that 

patient  information  is  increasingly  accessible  to  third  parties 

outside  this  relationship.  This  article  discusses  India's  data 

protection  framework  and  assesses  data  protection 

developments  in  India  including  the  Digital  Personal  Data 

Protection Act, 2023.

Keywords: healthcare,  data  protection,  India,  law,  Digital 

Personal Data Protection Act 2023

Health privacy — A key ethical challenge

The importance of privacy was acknowledged as far back as 
the time of the Hippocratic Oath [1]. Both consequentialist and 
deontological ethical justifications exist for protecting privacy 
in the patient–provider relationship [2]. This is essential, given 
the fiduciary nature of the doctor-patient relationship and the 
mutual expectations of trust between patient and doctor [3]. 
Privacy in healthcare has many facets, including informational 
privacy, physical privacy, associational privacy, proprietary 
privacy and decisional privacy [3].

The issue of privacy in healthcare came up in India in the 1998 
case of Mr X v Hospital Z. Mr X was found to be HIV+ when he 
donated blood. The allegedly unauthorised disclosure of his 
HIV+ status by the hospital [4] resulted in Mr X’s marriage 
being called off, leading him to seek legal redress. The Court 
held that doctors must maintain secrecy about their patients. 
However, the Court also held that “public interest would 
override the duty of confidentiality, particularly where there is 

an immediate or future health risk to others” — in this case 
the risk to the health of the woman who was to marry the 
appellant.

In another case, the Supreme Court of India stated that a 
hospital's unauthorised disclosure of medical records is an 
invasion of privacy [5]. Furthermore, that when such data are 
required for legitimate purposes such as analysis of an 
epidemic, the anonymity of individuals must be preserved 
[5].

Risks of health privacy breach in India

Health privacy is vital as data can be misused in multiple 
ways by employers, governments, and other third parties to 
treat individuals differently while providing services, benefits, 
and employment [6]. For instance, unauthorised access to 
health data can harm individuals suffering from stigmatised 
diseases, as also those with mental health problems [7]. 
Cybercriminals can breach the security of health data to 
blackmail individuals or indulge in identity theft [7]. When 
artificial intelligence is used to analyse de-identified health 
data, the data are at risk of being re-identified [8].  These risks 
are not limited to individuals but extend to family members 
about whose health conditions inferences can be made [9]. 
Risks also arise from the analysis of seemingly unrelated 
information such as social media posts, credit card history, 
and online behaviour [9]; for instance, inferences can be 
drawn about the possibility of depression from the purchase 
of plus size clothes [9].

Violations of privacy in the healthcare sector in India include 
healthcare providers not specifying the purpose of collecting 
data, collecting more health data than required for 
processing, sharing health data for research without de-
identification and anonymisation, revealing health 
information to third parties without consent, lack of security 
safeguards for health data resulting in breach of data 
confidentiality, and not informing the data principal in case 
of data breach [3].

These concerns are exacerbated by the high illiteracy rate, 
lack of privacy awareness, and questionable informed 
consent in India. People may not understand the privacy 
implications of their health data being processed, or how to 
protect their health data, especially when using online 
services. Thus, several concerns arise regarding informed 
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consent and data protection. While informed consent is 
required before a doctor operates on a patient to ensure that 
the patient understands the medical procedure and agrees to 
it, consent in the context of data protection is required so the 
patient’s personal data can be processed only after they have 
understood how and why it will be processed.

Impact of rapid digitisation on health privacy

Privacy issues in healthcare are gaining huge significance 
because of the increasing collection of individuals' health 
data, such as through the Internet of Medical Things, including 
wearables such as fitness watches [6]. There has also been a 
proliferation of mobile applications and websites for 
telemedicine, counselling, wellness, and sale of medicines that 
collect health data. Big Medical Data is analysed using artificial 
intelligence (AI) and data mining and matching techniques to 
generate new medical insights [10]. This means a person’s 
health information is now increasingly available to various 
third parties outside the doctor-patient relationship, with the 
possibility of privacy harm including loss of reputation or 
humiliation, discriminatory treatment, blackmail or extortion, 
mental injury, denial or withdrawal of services, and restrictions 
on speech for fear of being observed or surveilled [11]. These 
harms had been recognised in the Personal Data Protection 
Bill, 2019, which was one of the initial proposals for 
comprehensive data protection legislation in India, now 
replaced by the enacted Digital Personal Data Protection Act, 
2023.

Can the existing data protection framework in India ensure 
adequate protection of healthcare data privacy? The following 
sections analyse India's data protection framework from this 
perspective.

Analysis of key provisions of India’s data protection 
frameworks

The framework on data protection in India had consisted of 
the Information Technology Act, 2000 [12] and the Sensitive 
Personal Data or Information (SPDI) Rules, 2011 [13]. To replace 
this framework, several draft data protection legislations 
including the Personal Data Protection Bill, 2019 [11] and the 
Data Protection Bill, 2021 (DPB 2021) [14] were discussed 
before the recent enactment of the Digital Personal Data 
Protection Act 2023 (DPDP 2023) [15]. In addition, health-
specific data protection frameworks have been proposed in 
India, including the Digital Information Security in Healthcare 
Act (DISHA) [16] and the Health Data Management Policy, 
2022 (HDMP) [17].

With the enactment of the DPDP Act 2023, in India, Section 
43A of the IT Act, and the SPDI Rules, passed under Section 
43A, have been replaced. The proposed health-specific data 
protection frameworks, including the HDMP and DISHA, are 
sector-specific frameworks that have not been made 
redundant by the recent general legislation, DPDP 2023.

Table 1  summarises the key provisions of these frameworks.

As the table indicates, as distinct from the other data 
protection frameworks, the DPDP 2023:

• does not define sensitive personal data;

• allows data processing without explicit  consent — 
which has a higher threshold than regular consent;

• does not provide to the data principal the rights to 
ownership, to restrict or object to use of data, to data 
portability, or to seek compensation;

• does not mandate the use of health data only in the 
data principal’s best interest and for direct care, or 
restrict the processing of health data for commercial 
purposes, or ensure a privacy by design policy;

• does not require a Data Protection Impact 
Assessment for all data fiduciaries processing health 
data.

Inadequacy of the past frameworks

From the ethical standpoint of maintaining patient privacy 
and confidentiality, the SPDI Rules and Sections 43A of the IT 
Act were inadequate, in that they only applied to only to a 
body corporate processing data (body corporate had been 
defined in section 43A of IT Act as “any company and 
includes a firm, sole proprietorship or other association of 
individuals engaged in commercial or professional 
activities.”) These frameworks also failed to protect patient 
privacy, as data processing is invisible and health data can be 
shared and processed by multiple entities unknown to the 
data principal.

This framework failed to tackle the following issues:

• Individuals lack awareness about privacy policies and 
implications of consenting. Individuals rarely actually 
read and understand privacy policies and make 
educated consent decisions; 

• Reasonable security practices and procedures put in 
place by companies did not prevent breach of health 
data; 

• The SPDI Rules do not seem to have sufficiently 
deterred misuse of data as they didn’t provide for 
high penalties.

Overall, the data principal did not have control over the use 
of data once consent was given for the data to be processed. 
While the framework did provide for compensation for harm 
caused by breach of data, the question remained of whether 
harms such as loss of reputation can ever be adequately 
compensated.

Analysis of the Digital Personal Data Protection 
Act, 2023

As per DPDP 2023, the enacted data protection legislation in 
India, personal data can be processed only with consent or 
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Table 1. Key points of data protection frameworks in India

Sr.
no

Key points IT Act 2000 /SPDI 
Rules 2011

DISHA Act 2018 DPB 2021 HDMP 2022 DPDP 2023

1 Definition  of 
health data

Sensitive personal 
data include “medical 
records and history” 
and “physical, 
physiological and 
mental health 
condition” (Rule 3)

Digital health data defined as 
an electronic record of health-
related information (Clause 3); 
Also defines sensitive health-
related information which, if 
lost or disclosed, could result in 
substantial harm.

Sensitive personal data 
defined as including 
health data (Clause 3)  
collected “for health 
services” or “associated 
with... the provision of 
specific health 
services” (Clause 3)

Sensitive 
personal data  
defined as     
under SPDI     
Rules (Clause 
4) 

Does not 
define 
sensitive 
personal data

2 Grounds  for 
processing 
health data 

Consent required for 
collecting information 
(Rule 5)

Digital health data owner shall 
have the right to give or refuse 
consent for the generation and 
collection, access or 
disclosure,  storage and 
transmission of data (Clause 
28)

For sensitive personal data, 
consent (for collecting, 
processing and disclosing) 
data must have been 
“explicitly” obtained. (Clause 
11(3)) 

Data can be 
collected or 
processed only 
with consent   
(Clause 9) 

Personal data 
can be 
processed 
either by 
seeking 
consent or for 
certain 
legitimate 
uses without 
the need for 
seeking 
consent  
(Section 4) 

3 Rights  of 
person  to 
whom  data 
relates

Right to review and 
correct information 
(Rule 5)

Right to ownership of digital 
health data (Clause 31); Right 
to privacy, confidentiality, and 
security, Right to know, Right 
to access, Right to rectify 
without delay, Right to explicit 
prior permission for each 
instance of transmission or use, 
Right to be notified every time 
digital health data is accessed 
(Clause 28)

Right to confirmation and 
access (Clause 17), Right 
to correction and erasure 
(Clause 18), Right to data 
portability (Clause 19), 
Right to be forgotten 
(Clause 20)

Right to     
nominate 
(Clause 13),         
Right to       
confirmation 
and access,     
Right to restrict 
or object to 
disclosure, 
Right to data 
portability 
(Clause 14)

Right to 
access 
information  
(Section 11), 
Right to 
correction and 
erasure 
(Section 12), 
Right to 
nominate 
(Section 14) 

4 Obligations 
of  entity 
that  decides 
purpose and 
means  of 
processing

Reasonable Security 
Practices and 
Procedures (Rule 8),       
Collection limitation, 
Transparency, 
Retention limitation, 
Use limitation (Rule 5)

Data minimisation (Clause 
28(5)) Limited purposes of 
collection, storage, 
transmission and use of the 
digital health data (Clause 29) 

Use of data only for direct care 
of data principal, “to the extent 
considered necessary, and in 
the best interest of the 
owner” (Clause 29) 

Duty to maintain privacy and 
confidentiality (Clause 35) 

“Digital health data, whether 
identifiable or anonymized, not 
to be accessed, used or 
disclosed for a commercial 
purpose and in no 
circumstances be accessed, 
used or disclosed to insurance 
companies, employers, human 
resource consultants and 
pharmaceutical 
companies..” (Clause 29(5))

Limitation on purpose of 
processing (Clause 5), 
Limitation on collection 
(Clause 6), Requirement of 
notice (Clause 7), 
Maintaining quality 
(Clause 8), Restriction on 
retention (Clause 9), 
Accountability (Clause 10) 
Privacy by design policy 
(Clause 22) Transparency 
(Clause 23) Security 
safeguards (Clause 24) 
Reporting of data breach 
(Clause 25)

Collection 
limitation 
(Clause 8),     
Purpose 
limitation 
(Clause 9)     
Privacy Notice  
for collection or 
processing of 
personal data 
(Clause 10)    
Accountability, 
Transparency, 
Privacy by   
design, Purpose 
limitation, 
Collection, use 
and storage 
limitation, Data 
quality, 
Reasonable 
security 
practices and 
procedures 
(Clause 26) 
Data breach   
notification 
(Clause 33)

Accuracy, 
Implementing 
appropriate 
technical and 
organisational 
measures, 
Reasonable 
security 
safeguards to 
prevent 
personal data 
breach, 
Personal data 
breach 
notification, 
Retention 
limitation 
(Section 8)
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5 Data 
Protection 
Impact 
Assessment

Does not provide Does not provide Significant data   
fiduciaries must      
undertake DPIA when 
they intend to undertake 
use of sensitive personal 
data (Clause 27) 

Data fiduciary 
must carry out 
DPIA when 
processing 
carries a risk of 
significant 
harm (Clause 
27)

Significant 
data 
fiduciaries 
must appoint 
a Data 
Protection 
Officer and 
must 
undertake 
periodic DPIA 
(Section 10)

6 Penalties 
and 
compensati
on  

Compensation, not 
exceeding Rs 5 crore 
for failure to comply 
with reasonable 
security practices and 
procedures (Section 43 
A) 

Fine up to Rs 5 lakh for 
disclosure of 
information in breach 
of lawful contract 
(Section 72 A)

Damages by way of 
compensation to the owner of 
the digital healthcare data 
(Clause 37) 

Penalty for failure to furnish 
information, return or to 
observe rules, etc, maximum Rs 
1 crore (Clause 40) 

Penalties not exceeding Rs 
500 crore rupees. (Clause 
57) 

Compensation for suffering 
harm (Clause 65) 

Person in 
violation of 
policy may not 
be allowed to 
participate in 
National Digital 
Health 
Ecosystem 
(Clause 35)

Penalties up 
to Rs 250 
crore (Section 
33 and the 
Schedule)

Note:  SPDI: Sensitive Personal Data or Information; DPB: Data Protection Bill; DPDP: Digital Personal Data Protection; DISHA: Digital Information 
Security in Healthcare Act; HDMP: Health Data Management Policy; DPIA: Data Protection Impact Assessment

for certain legitimate uses (Section 4). An individual’s consent 
“shall be free, specific, informed, unconditional and 
unambiguous with a clear affirmative action, and shall signify 
an agreement to the processing of her personal data for the 
specified purpose and be limited to such personal data as is 
necessary for such specified purpose.” (Section 6). 

When consent is sought, information must also be provided 
containing the description of personal data and the purpose 
of processing it (Section 5). Section 7 specifies that data can 
be processed for “certain legitimate uses” on the condition 
that the Data Principal has voluntarily provided her personal 
data to the Data Fiduciary, and “has not indicated to the Data 
Fiduciary that she does not consent to its use”.  Other 
conditions for certain legitimate use of data include 
“responding to a medical emergency involving a threat to the 
life or immediate threat to the health of the Data Principal or 
any other individual” and “to provide medical treatment or 
health services to any individual during an epidemic, outbreak 
of disease, or any other threat to public health.” (Section 7).

The DPDP 2023 has reduced the level of protection for health 
data compared to the DPB 2021.

• Unlike the DPB 2021, the DPDP 2023 does not define 
health data and does not categorise data as sensitive 
personal data. 

• Unlike the DPB 2021 which required explicit 
consent that cannot be inferred from conduct in 
context, the DPDP allows data processing when data is 
voluntarily provided. This raises several concerns. Will 
the data principal be aware of the scope of the 
processing? If adequate safeguards are not provided, 
can “certain legitimate uses” be abused for secondary 

processing of data, affecting the data principal’s 
privacy? The privacy of individuals can be affected 
when the scope of processing is not clearly defined 
and there is no limitation of purpose. It could lead to 
the processing of health data for various secondary 
purposes, such as commercial purposes, which go 
beyond merely providing health services. When the 
health data is misused for unspecified purposes, it 
could lead to harms such as discriminatory treatment 
of data principals, breach of privacy, and loss of 
control of health-related data. 

• The DPDP 2023 lowers the level of protection 
provided in DPB 2021 in another way. Section 10 of 
the DPDP 2023 defines significant data fiduciaries 
and requires them to undertake data protection 
impact assessment. A data protection impact 
assessment requires describing “the rights of Data 
Principals and the purpose of processing of their 
personal data, [and] assessment and management of 
the risk to the rights of the Data Principals” (Section 
10, DPDP 2023). Such an assessment was mandatory 
for processing sensitive personal data, under the DPB 
2021. The DPB required significant data fiduciaries to 
carry out a data protection impact assessment when 
they intend to undertake processing involving the 
use of sensitive  personal  data (Clause 27). On the 
other hand, the DPDP 2023 lowers the level of 
protection, as it does not define sensitive personal 
data and therefore, does not mandate that significant 
data fiduciaries need to undertake data protection 
impact assessment for processing sensitive  personal 
data. 
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The  HDMP  and  the  Digital  Personal  Data  Protection  Act, 

2023

The level of protection under the draft HDMP is greater than 
under the DPDP. While the HDMP makes explicit consent 
necessary for processing personal data, the DPDP allows data 
processing on the ground of certain legitimate uses when the 
data is voluntarily provided. The HDMP provides rights to the 
data principal that are missing in the DPDP 2023. For instance, 
the HDMP provides the right to restrict or object to disclosure 
of personal data by the data fiduciary, and the right to data 
portability which makes the data available to the data 
principal in a commonly used format, which can be shared 
easily (Clause 14). While the HDMP requires provision of a 
privacy by design policy, the DPDP 2023 does not recognise 
the principle of privacy by design.  However, the DPDP 
provides for a higher maximum penalty than the HDMP. 
Moreover, while matters go to the Data Protection Board of 
India under the DPDP, grievance redressal under the HDMP 
involves approaching the data protection officer of the data 
fiduciary followed by the Ayushman Bharat Digital Mission 
grievance redress officer ABDM-GRO (Clause 32).

The question is: when the HDMP and DPDP provide for 
different standards of protection, which would take 
precedence? Would the HDMP prevail as it is specific to the 
health sector, or would the DPDP prevail as it is a legislation 
and not a policy like the HDMP? 

Conclusion

Today, health data is accessible to agencies outside the 
confidentiality of the doctor-patient relationship. How then 
should the individual's privacy be maintained given the 
sensitivity of health data and risks of harm?

The following measures need to be taken: Health data as 
sensitive personal data should be provided with a higher level 
of protection, with stricter security safeguards than for other 
data, and processed with transparency and only after taking 
the patient’s informed consent. Identifiable health data should 
be used only for the limited purpose of providing a healthcare 
service and its commercial use should not be permitted. There 
should be a timebound requirement for carrying out data 
protection impact assessments for healthcare providers. 
Privacy should be protected by design, strict penalties should 
be imposed for violations of health data protection provisions, 
and there must be high compensation for breach of health 
data privacy.

There is an urgent need for robust data protection for health 
data to protect patient privacy. While digitalisation of health 
data is inevitable, data protection framework must seek to 
achieve and enforce strict confidentiality of health 

information between the doctor and the patient.
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